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Abstract

The upgraded Los Alsmns Meson Physics Facility
(LAMPF) control sys<tem 1is now operational. The
SEL-840 computer has been removed, and all
application programs are now running on VAXes. We
are continuing to upgrade the control system
network. We are using MicrovMS systems for
distributed local control and have introduced
VAXELN systems for dedicated real-time situvations.
Communications with both systems is based on &
standardized remote procedure call interface. We
have also begun to integrate the Proton Storage
Ring controls with the [AMPF control system, to
experiment with VAX/GPX-based workstation operator
interfaces, and to investigate possihle
applications of artificial intelligence technology.

Background

The Clinton P, Anderson  Meson  Physics
Facility (LAMPF) is operated by the Los Alamos
Nationgl Laboratory for the U.S. Department of
Energy. The heart of the facility is a
1«kilometer-long linear accelerator designed to
provide a proton beam of up to 800 MeV and one
uillismpere average current, The sccelerator is a
pul sed machine operating at 120 Hz.

Brief Raview of LAMPF Coatrol System Upgrade

LAMPF was one of the first major accelerators
to be designed for computerized control. The
original control computer was a Syatem PEngineering
Laboratory SEL 810. Al]l sccess to sccelerator data
was througt. a locally designed, distributed,
mnodule-oriented |.ardware system called RICE (Remote
Instrumentetion and Control Bquipmsent). Prom the
beginning the control system was in @ continuous
state of modification snd upgrade. To improve the
SEL 840's performance, memory was incressed from
48K words to 128K words, disk storage from 3 Mbytes
to 120 Mbytes, and special hardware fistructions
were added to the SEL. 840 CPU, CAMAC devices were
added to the aystem to complement RICEF (two local
U-type crates, snd two serisl crates). PEventually
s netwerk of four POP 11/10 remcte minicomputers,
each with ita local CAWAC crates, was added to
improve local real time respoise for certain
functions and off -load the main computer. The PDP
11/10s functioned primarily as slaves to the master
SH. 840, Communications were through 8
locally-designed CAMAC-based hardware interface,
and local communications protocol, By 978 the
control system providel access to approximately
4000 commaridable devices and 10,000 to 12,000 data
points. Ninety percent of the devices were
accessed th h RICE, and perhaps ten percent
through CAMAC (local, serial and remote). Pigure !
shows the control system us it appesred in 1970
before the start of the control system upgrade

pro ject,

* Work supported by the US Department of Fhergy

Figure 1 - LAMPF (ontrol System in 1978

About this time it becmse obvious that the SEL
840 was approaching the end of its operational
life.

o It was becosming increasingly difficult to
maintain the hardware and find trained
maintenance staff. The SEL 840 was no longer
being manufactured. Only 3 relatively small
number of machines had been produced in the
first place, and modifications to the LAMPF SHL
840 had turned it into a unique computer.

o Growth in the control system created increasing
demands, but there was no practical way to
further increase the performance of the SEL
840, and no upgrade th to a more powerful
machine of the same architecture, since none
had ever been produced.

e Without a backup system, eny hardware probloas
in the SEL 840 brought the entire control
system down until the control computer could be
fixed. Computer problems shut down the cantrol
system for extended periods of time (more than
a Jay) on several occasions.

® The relatively primitive architecture of the
SEl. 840 provided little in the way of program
or operating system protuction, and allowed
bugs in application programs tu destroy other
progreme or crash the entire system.

e The system and lication software for the SEL
840 was also difficult to maintain. The entire
operating system and all the application
progrems for the SFL 840 were written by locsl
progremmers. Much of the coding was done in
assembly language, modern software engineering
techniques were not used, and documentation was
poor,

In order to deal with thesc problems, and
allow for future expansion, it was decided to
upgrede the LAMPF control system by replacing the
S BA0 with a Digltal Fquiprent Corporation VAX



11/780. This had to be done while maintaining the
normal arcelerator production schadule. In order
to use the VAX 11/780 as the control system
computer the following tasks had to be
arcomplished:

o Interface the VAX 11/780 to accelerator data.
This includes RICE, CAMAC, and the network of
remote PDP 11/10 systems.

® Interface the VAX 11/780 to the
consoles.

operator

® Write the system software needed to support
real-time control system functions not supplied
by the general purpose VAX/VMS operating
system.

e Redesign and remrite the software providing the
interface batween application programs and the
accelerator hardware. We call this software
the Datas System. The primary goal of rewriting
the Data System was to provide grester
uniformity in dealing vith different types of
hardware, and RYeater flexibility,
::f:lntnnability, and hard\nre independence than

ore

® Redesign and rewrite the graphics package to
support a new set of graphics devices, and also
support the old Tektronix 611 storage scopes
from the VAX 11/780.

® Redesign and rewrite all the control systew
application programs to run on the VAX 11/780.

The strategy adopted by the control system
section in order to accamplish these tasks was to
first build intelligent gataways to the RICE
system, and the POP 11/10 network. This would give
both the SEL 840 and the VAX 11/780 access to all
the handware devices on RICE and CAMAC while the
conversion was tsking place. Then functions could
be shifted from the SEL 840 to the VAX 11/780 as
manpower and the ;roduction schedule allowed. In
1979 the VAX 11/7800 was purchased, and by 1981 rhe
control section was heavily involved {n the
conversion project (it took more that a year to
iree up the -~anpower n¢eded to start serious work
01 the proje.t).

In 1961 the cuntrol system softwere section
wes stuffed by six full-time staff members, and one
half-time progremme~. The sectior reached a
maximum size ten staff members ans one balf-time
programmer in 1985. It now consisty of seven staff
members, and will probably remsin at about this
level.

The upgrade project has been discussed at
several conferences and numerous rs have been
published (see references [1]...(”?. At this
point we would like to describe the current system,
and review some of the future possibilities for the
LLAMPF control systea,

Current Status of the Converaion

In January of 1987 the SEL 840 wes rolled out
the door of the computer room end the first phase
of the upgrade procedure was complete. The
upgraded control system is now operational, running
all required spplication progr-n. The new system
was used to tune and run the accelerator over the
l.ast year without any significant problems,

Figure z - LAMPF Control System in 1987

Description of Current System

The current control system configuration is
shown in figure 2.

Main Control Computers

The main control system is a dual VAX 11/780
VAX cluster. One VAX (AGCR) is used as th main
control computer with three fully configured
operator consoles, and one uartial console directly
connected to it. 1he other VAX (BCCR) is used as a
beckup coatrol computer and program developmen:
computer. BCCR has one partial console directly
connected to it. Othe: than the console
connections, the 11/780s are identical.

Each 11/780 has 16 Mrrtes of memory, 340
Mbytes of locel disk storage (2 RPOSs), and access
to 1,782 Moytes of shared disk storage (4 RASIs)
through the 70 abit CI bus and dual HSCS0
cluster disk controllers. The systea disk for each
computer is a local RPO6, with “he c.her local disk
used for online system backups, and s s live
spare. Two of the RAS1 diaks contain all the files
used by the LAMPF Control System (LCS). One RAS1
contains @ backup system disk thet cen be used to
boot ACCR o: POCR arndl same user directories, and
the fourth KA8Y ia 8 live spare.

Pach computer has access to the RICE system

h a one pegabit LMC-11 point-to-point link to
the RILT),  D¥het running over Bthernet is the LAN
for the control system. It provides access to the
old POF 11/1) remotes through the NET11, access to
s number of new MicroVAX Il remote systems, and
access to virtually all other computers on the
LAYOF  g¢ite incluéing the experimental area
computers,

Bither ACCKk or BCCR can perform all the
functions needed to tune or run the acceleratcr.
They both huve ercess to uii avajlable gccelerator
data through the RIU'1, <he NETI1, and the new
remote computers. They both have access to 4ll
needed control system files through the sharsd
cluster disks. Although ACCR normelly supports the
three 1{ull operator consoles in the control room,
the consoles can be essily moved to BCCR by
shutting down both systems, moving some cables, and
rebooting, The procedure only takes about 30



minutes. This design provides a great deal of
hardwar= redundancy for the computer systems. The
LCS can survive multiple computer hardware
failures, and continue to run the accelerator. At
che worst, a reboot may be required to reconfigure
hardware/sof tware .

Gateway Computers

The RIU11 is a PP 11/73 running RSX-11M,
wvhich acts as an intelligent gateway to RICE for
both VAX 11/780 control camputers, and before it
was removed, the SEL 840. The RIUT1 does not
support DEhet. DBMhet can not support the data
rates required by the RICE system. Instead, we use
locally written device drivers to support our own
sof tware protocol over [MC-11 point-to-point links,

The NET11 is & a PP 11/73 running
RSX-11M-PLUS, which acts as an intelligent gateway
vo the old network of PIP 11/10 remot: computers
The VAX 11/780 control computers access the NET1)
through DEDnet over Ethernet links. The data rates
for the remote PIF 11/10 computers are an order of
aggnitude less than those for RICE, well within
DEChet capabilities.

New Remote Computers ard Resote Procedure Calls

Barly in the control system upgrade we dccided
to adopt a ‘''standard" remote computer systea to
replace the existing network of POP 11/10s, and to
be used for any 'hew' rewote computers required by
the control systesm. When we looked at the
requirements for new remote systems, we found that
we really needed two Jdifferent kinds cf remote
computers.

® VAXELM Remotes. These systems are usually in
an envircnment that masker use of s local disk
impractical. They have no local operator
interfece, and function prime.ily as slaves to
the main control computer. They perfora
dedicated data aquisition and control tasks,
oftnn at interrupt level. The standard device
interface is CAMAC. The old PDP 11/10 systeas
all fall into this category. The new standard
remoie for this type of system is a diskless
MicroVAX |l computer ruming DEC's real time
control system, VAXELN. MT1, the control
computer for the new LAMPF master timer, was
the prototype for a standar¢ VAXELN remote.
The TA, and LB were converted to VAXELN
MicroVAX 1] systems during the last year.

o MicroVMS Remotes, These syntems are really
full fledged control systems, but on a small
scale. They need an operatn~ {nterfece, and
local eccess to some limit.d set of hardware
devices. ain, the standard device (interface
is CAMAC, vy Bay need to get data from other
remotes, or the RICE system. The main control
system may need to access their local hardware
devices. The new standard remote for this type
of system is a MicroVAX II computer with one or
more local disks. The opersting system is
MicroVS. A standard operators console is nsed
ss the operstor interface. The standard LAMPF
Control System software can be used without
modification. T™he control system for the lon
Source Test Stand (ISTS), and the Polarized
lnfector (I1C) control aystem are exsmmples of
this type of remote, Both systems were

ccmpleted early this year.

By using a MicroVAX Il for both types of remotes we
geined a number of advantages:

® We have only one computer architecture, and two
operating systems for the entire control
system.

e It is very easy to add MicroVMS remotes to the
control system. Because we can use the
standard LCS software and application prograas,
we usually only need to define the rew hardware
devices to the data systea.

® The MicrovaX II is a very flexible und
cost-effective system. The remote Jomnuters
vary widely in the computer power they need to
perform their functions. The MicroVAX II is
powerful enough to meet the current needs of
our high-end remotes, while being inexpensive
enough to use for our low-end remotes.

® The MicroVAX II is the most cosmon computer
used at LAMPF. It is the standard ‘'‘Dsta
Aquisition" computer for experiments. This
simplifies maintenance support. [t is easier
to keep ade uate levels of spares, and even
spare camputer systems.

Along with the new standarad remote hardwsire,
we adopted a new software conventioi for
communications between remotes, and between the
main control computers and resotes. The software
cunvention is the "Famote Procedure Call", or RPC.
The basic tdea behind remote procedure calls is
that a process (program) running on one ¢ ter
cen 'call", using standard procedure calling
semantics, another routine that executes on 8
different computer. A messsge-passing mechanisa,
based on DEChet, is used to trsnsfer parsseters
between the caller and the called routine. This
system can be used for comsunications between VMS,
MicrovMS, and VAXELN computers.

Esch control system ¢ ter, VAX/VMS,
MicroVMS, or VAXELN, will eventually have a process
called a Data-Systea Server. The
data-systes-server process., using the RPC
interface, will service dsta-system reques:y to
reasd iata or give commands frcm remote ¢ ters,
For example, a program rvnud in the Polarized
Injector MicroVMS systeam could not only get local
CAMAC data, but could resd RICE data from ACCR,
issue commands to a serial CAMAC device on the IC
MicroVMS system, and resC a digital voltmeter on
the TR VAXELN computer. The prugram would use
stardard data system subroutine calls and device
names. The programser writing the progrem need not
know what camputer the devices are ultimstely
accedsed from. The data system will transparently
handle the translation from miemonic device name 0
hardware device access. Prototype data system
servers are now running on several of our VWS and
VAXELN remote computers.

Ruture Possibilities

A control system is very much like s living
organism, it continuously changes and garows
throughout its lifetime. Now that ws have finlshed
the first phase of the LAMPF C(ontrol Systes
upgrade, we can begin serious work on tho next
phase. This E:ue will be more evolutionary in its
nature than the previous one. We plan to enhance
the performance and responsivensss of the system,
and greduslly add new functions, while waintaining
the basic softwere structure of the current systea.
The control systes will contimue to evolve trwsrds
a distributed system, end swmy from the centralized
master/slave structure of the old SEL B40. Figure
3 shows what the LAMPF Control System mjght look
like in three or four years.
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Pigure 3 - LAMPF Control System in 19907

Disk Storﬁe

We are planning to buy three more RAMB1 dis's
this ycar, and another next year. This will allow
us to scrap the four RPO6 local disks. These four
disks have probably been responsible for half our
maintenence problems over the last two years. With
eight RA81 disks we can set up four of the disks
online with full volume shadowing. This w#ill give
us transparent online recovery from the loss of any
single disk or disk controller.

New Remotes

We plan to replace the last two remaining PIP
11/10  computers  (SY,XA) with standard VAXELN
systems this year. This will also allow us to
remove the NETI1 gatewsy computer, and eiiminate
one more operating system (RSX-VIM-PLUS). We .ill
probably add another MicroVMS injector control
systen for H-, called IB, this year as well.

More Horse Poue_r;

One of the disqppointments of the current
control system has been tne inability to
significantly improve the responsjiveness of the
control system over the old SEL 640, The current
system does many more things than the old SEL 840,
i*'s more stable (does not crash), and it is much
more flexible than the old system. Unfortumnately,
it is often no. any fuster frem the opermtor's
puint of view. Progrem developsent can also be
very slow on during times nf heavy usage.
When we analye system performance, it 1is very
clear that the prisary bottleneck on both ACCR and
BCCR is a lack a? suf ficieat CFU power. 'The great
advantage that the current system has over the SEL
840 ir that now there are several paths we can take
to significently increese system performance.

° mrld- VAX 11/780 ¢ ters to VAX 11/78Ss.
3 would incresse the aveilsble CPU power on
each machine by about 50\, for a total increase
of one VAX 11/780 ewivalent. The hardware
cost would be about $180,000. The software
costs would be zero. The current LCS system
should run withuut modification on the VAX

11/78Ss.

e Replace one or both of the VAX 11/780 computers
with VAX 8600 or VAX 8650 camputers. A VAX
8600 is about four times as powerful as a VAX
11/780. A VAX 8650 is about six times as
powerful. For hardware costs of $0G,000 to
$900,000 we could get CPU increases of from
three to ten VAX 11/780 equivslents. The
sof tware costs would again be zero.

o Install a MicroVAX in each operator console,
keeping the smme console hardware, and use both
VAX 11/780s as disk servers, and for sofl.mre
development. If we installed one of the new
MicroVAX IIIs in each of the three full
operator consoles we could increase CPU power
by the equivalent of between six and nine VAX
11/780s for hardware costs of between $100,000
and $200,000. This would require VMS support
for mixed Bthernet and CJI disk clusters, which
is expected with version 5.0 of VMS. Adcess to
the RICE system over Ethernet would be
required, as would some software changes to the
LAIPF Control Systea.

e A variation of the previous upgrade would be tc
replace the MicroVAX casputers with MicroVAX
workstations equipped with high precision color
graphics scopes. We could then use multiple
windows on the color graphics scopes to replace
the color CRT, touch panels, and graphics
terminals on the current operator consoles. We
would probably have to keep the knobs on each
console, We would like to prototype a systea
like this on onz of the MicrovMS control
systsms. The new H- control system is a likely
candidate.

We o~ /ctively investigating all these solutions,
in the long run we are almost certain to go to one
or more MicroVAXes at each operator conscle., This
leenrs to be the most cost-effective hardware
solutinn. It offers a simple path four continued
growth, ejther through more powerful McrovVAX
computers, more MicroVAX computers rer conscle, or
by adding consoles, This would also give us a
distributed control system with multiple computers,
each with its own full ~r partial console. In ar
emergency, any of the conscles (control computers)
could run the control system by itself. This
upgi'ade path requires some changes to the contre)
system 3software 1in order ro better su t a more
fully distributed control system. In t short run
we also ILTht upgrade the current 11/780 computers,
particularly if we conld get an attractive enough
price on a used VAX 11/78% or 86XX.

(X uphics Bnhancemsents

The current systes uses standard graphics
terminols driven thra.:h RS232 ports at 19.2 .
Each operator console has three graphics terminals.
Any Tektronix 4014 compatible terminal can be used.
We currently use Modgraph GX-1000, and
Petrographics VT640 terminals. The praphics
software used 1is e local modificstion to the
National Qenter for Atmospheric Research (NCAR)
sof tware package.

We can increase graphics performance in ¢wo
ways. One is by decreasing the wall clock time it
tekes to plot & given graph. The second is to
decrease the CPU time required to plot a given
graph. Fram the operator's viewpnint, the most
important time 1is the wall-clock time it takes to
plot a graph. The most (important factor in
decreasing wall-clock times for our graphice system



is the speed at which the graphics terminals will
plot. We are already driving our current scopes as
fast as they will go. The VT640 can only plot at
about 4 Kbaud. 'The GX-1000 can plot at about 10
Kbaud. ‘There are Tektronix 4014 compatible
terminals that can plot at close to the 19.2 Kbaud
line speed of our existing RS232 ports. We are
looking inte replacing the current graphics
terminals with these fastcer scopes. We can
probably do even better by replacing our graphics
terminals with MicroVAX workstations. This would
also fit in with plans to increase CPU power for
the control system and adopting a new operator
console formst.

Any increase in plotting rates will also
increase our CPU requirements for plotting. We are
investigating both increasing the efficiency of the
NCAR graphics packoge by better tuning it for our
specific needs, and acquiring a new, more efficient
graphics peckage.

RIU/RICE BEnhancements

RICE (Remote Instrumentation and Control
Equipment) is a locally designed, distributed,
module-oriented hardware system. RICE provides
access to nintey percent of the devices accessed by
the control system. Each RICE module has its own
AIC and commané-and-control electronics. It c&n
independently take data or issue commands for the
devices controlled by that module. Bsch RICE
module can control a maximum of 144 birary channels
(1 bit of information) and 128 analog channels (12
bits of information). Most modules control less.
The RICE modulas (there are 72 today) are
interfaced to the computer through the Rice
Interface Unit or RIU. RICE only supplies duta on
command from the RIU. The RIU can request data
from a single module, or from all modules
simultuneously. Qurrently accest to the RIU is
through the RIUI1 gatewsy computer. The LAMPF
Control System defines three types of data: timed,

itimed, and non-RF. Timed data is tsken at a
fixed offset within a specified 8.33-ms beam pulse.
Untimed data can be taken on any besm pulse at any
time. Non-RF data can be taken on any beam puise,
but must be taken at a time during the beaa pulsc
when RF power is off. In theory, a RICE unit can
read a 12- it data word every 400 microseconds. In
practice, the RIU1 can probably do one timed, and
one or two untimed, or non-RF data tskes overy beam
pulse. The deta takes could be for one module, or
for all modules.

We are investigating two separate upgrades for
the RIV/RICE system. We to eventuslly do
both. The first is to replace the PDP 11/7% RIUN
with a MicroVAX II or III, interfaced to the
control system through Pthernet. This would give
any control computer on che Ethernet direct access
to RICE dats. With the increased power of the
MicroVAX we should be able to improve performance,
and optimize access to RICE data in several ways.
The removel qf tre RIUI wil! eliminate The last
PDP 11, and the last RSX-11M system from the LCS,
We hope to have the RIU McroVAX ready for
accelerator startup in 1988, probably using the
current RIWRICE hardware. Once this is done, we
can follow the 'tonsole VAX" upgrede psth to
increase control systea responsivenvss.

The second upgrade (or the RIU/RICE system
would involve a redesign and modernization of the
RIU/RICE hardware {originally designed in 1969),
One option we are considering is t> have each RICF
module continuously resd all the devices under its
control. With wodernized electronics and ADCS we

think we can read each device in a module between
20 and 40 times a second, and maintain the latest
value for each device in local memory. Untimed o
non-RF data requests could then be satisfied with
the last data read for a device. The RICE upgrade
would be coupled with a redesign of the RIU,

probably using a CAMAC based system. This would
also require extensive wolifications to the
software for the MicrovAX RIU computer, and

possibly some modifications to the LCS data system.
If this upgrade is finally approved, it is probably
several years away.

Operator (bnsole Enhancements

A standard LAMPF operators console has one
color CRT (not a graphics scope), two VTI00 based
Carrol touch panels, three Tektronix 4014
compatible graphics terminals, and six knobs. The
color CRT and kpobs are interfaced to the contrel
computers through CAMAC. The touch panels and
graphics scopes are interfaced through RS232 ports
running at 19.2 Kbaud,

(One upgrade we are looking at is to replace
the color CRT, graphics terminals, and touch panels
with one or more MicrovV X worksta‘ions. This may
also be done as part c. 8 (PU and graphics upgrade.
We clready have a MicroVAX 1I/GPX which we hope to
use to prctotype sich a system. In the short run
we will probebly just emulate the current
interfaces, using the multiple window capability of
the workstations to setup color CRT windows,
graphics windows, and touch panel windows. This
will allow existing applications to run without
modification. In the long run we hope to establish
8 uew operator interface that takes full advantage
of the color-{raphics workstation hardware and
sof tware capabilities. One of the big questions
that we need to answer is how many application
programs can practically be run on a workstation's
19 inch color-graphics scope at one time without
the operators getting in esch others way. It is
not unusual to have four or five application
programs running at one console at the smme time.
We wi}l probably need at least two workstations per
console.

Integration With Proton Storage Ring Oontrol System

The Proton Storuge Ring (PSR) came on line at
LAMPT in JMpril of 1985. ‘The control system was
designed and built by Accelerator Technology
division staff. The control system uses a MicrVAX
I1 contrel computer, & VAX 11/750 for softwere
development, and & network of LSI 11/23's for real
time dats equisition and control. All  data
aauisition is through CAMAC. iIn 1986 support for
the control system was turned over to MP division,
and we began iooking at ways to integrate the two
control systems. At <his time it is neither
practicel or necossary to rewrite any significant
part of the two systemg. Both work well and do the
,ob they were designed for. What we hope to do is
encourage the two systems to evolve towards a
common form owr t nex: several years, OQur
irveuiate plan, are modest:

® Setup a standard software interface on both
control systems to allow them to mutually
asccess accelerator data from the other system,

e Use a standerd naming convention for all
accelerator hardware,

® Establish a stendard operator interface for
Loth Jystems., The staff for both control
systewms is looking at replacing their current



operator consoles with MicroVAX-based
workstations. When, or if, this happens we
will try to establish a common ‘standard
operator interface'' for both systerms.

lying Artificial Intelligence Technology to

celerator Controls

In 1986 we began to look seriously at using
Artificial Intelligence techniques to assist in
trouble shooting and tuning the LAMPF beam lines.
At that time we committed one staff member to
investigate and develop Al applications full-time.
We purchased a MicroVAX II/GPX with 16 Mbytes of
memory and 200 Mbytes of disk storage. In addition
we purchased software licenses for lucid Common
Lisp and Intellicorp KEE (Knowledge BEngineering
Environment ). The first applications we are
investigating are the use of "Expert Systems' to
m;la with tuning and/or debugging beam line

ures.

‘the controls section is responsible for
coordinating efforts to get the beam back online in
the event of a Dbeam-interrupting failure.
Often-times this process is slowed by the absence
of the person with the most knowledge on the area
that failed. An expert system that captures unique
knowledge may be a good way to ensure that the best
‘expert" assists in solving every failure. The
problems with tuning are similar. The pool of
people well versed in tuning the various portions
of the accelerator is extremely limited. Often
there is only one person per area. An expert tune
advisor could document knowledge, remcve some of
the demands on the experts, and reduce the time it
takes to complete the tuning process. We are now
working on two prototype systems, one to help tune
the first part of the H+ beam line, and tlte other
to troubleshoot the NET'1 and remote computer
systems.

Sumsary

The first phase of the LAMPF Control System
upgrade has been completed, In January of 1987 the
SEL 240 was rolled out the door of the computer
romm. The new control system has .been used to tune
and run the accelerator over the last year without
any significant problems. We are now planning for
the next phase of the control-system upgrade. This
will be an evolutionary modification of the control
system to enhance performance and responsiveness,
increase reliability, and add new functions s they
are required. The control system wil! contirue to
evolve towards a fully distributed system, and away
from the master/slave structure of the original SEL
840 system.
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